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2.1

Standard of Electronic Industries Association of Tapan

Processor Enhanced Memory Module (PEMM)
Basava Technology

Scope

This document defines the standard of operation of the PEMM (Processor Enhanced Memory
Module].

The target for this standard is all DIMMS, including 144 pin SO-DIMMs and 168 pin DIMM:s,
containing eiller CDO or SDRAM(Refer to JEDEC Standard JESDZ1-C 4.5.1, 4.5.3-7),

Fulure proposals may include but may not be limiled (o DDR-SDREAM.

This decurnent suggests changes to the supporting memory controller, motherboard, and the DIMM
itself. This document assumes that the system has at least twa DIMM sockets, and two physical

hanks of memory can reside on a single DIMM.

Architectural Overview

This architecture (Basava Technology*} is a new computer architecture and system concept that
enables an end user to easily enhance a system's performance and add new funciions by just plugging
in a memory expansion module.  Hor exampie, & user can transform his/her PC or Notebook compuler
into a high-performance mullimedia computer capable of executing the fasiesl fax/modem, high
polyphony CD-quality music synthesis, DVD decoding, and wser interface functions like speech-
recognition and Text-to-Speech by just plugging in a memory expansion module with one or more
processors embedded i it. “The hardware memory-cxpansion module is referred to as the PEMM.
Technically, this architecture addresses paralle! processing in the memory space of a Central
Processing Unit {CPLU). The CPU, also referred o as the Main Processing Unit (MPU} is the main
processor in the system. For ¢xample, in the case of PCs it would be an Intel CPU, in the case af
Sun workstations it would be a SPARC RISC, and so on.  Parallel processing is obtained by adding
e of more processars such as Digital Signal Processers {(DSPs) but could also be an additional
CPll. The processoi(s) embedded on ihe memory module is referred to as 2 Memory Module
Processing Unit (MMPLI,

* This wechnology includes hardware and software archilceturcs for the PEMM.

Benefits

This architecture offers several sipnificant benefits:

{a) It offers the ahility to Flug & Play since adding the parallel processor is as casy as expanding the
memory of a CPU. It relies on standardized interfaces which are often standardized by
organizations ke [EEE, JIEDEC cic.

(b} It offers the highest possible bandwidth between the CPU and coprocessor 4t any given time and
technology.

{c) h offers 3 bus-independent, und thersfore a host-indepeodent solution for FCs, PDAs,

workstationd and odbher computer systents.
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2.2

2.3

(d} lvreduces system cosl by sharing system memory,

te} It provides a framewaork for easily scaling up the processing power of the s¥stem; an existing
Umprocessor system can b transformed into a scalahble, multiprocessing system

{f) Cuslomers do not have ta change their product platforms in order (o peliofler new, value-added

functions.

Motivation

{a) Bandwidth berween CPU and Coprocessor is a key parametcr that Multimedis applications
appear ta quickly consume

{(b) Multimedia applicutions are limited by computational-speed , memory-size and bandwidth

{¢) Hurdware Upgrade: no simple ot standard way of scaling up computing power

(d) Many co-processing applications are memory-intensive, well-stroctured and amenable to
partitioning.  Small operations or routines applied to a farge set of data e.g. search technigues

{e} Transparent upgrade of system performance:
- Backward compatible with existing archiksclure

{f} Differentiabion via type of module added

Rationale for this standard

This standard allews DEIMMs not only to cantain standard memory, but also enables a simple
memory-mapped co-processing interface.

In this standard, we are requesting two new DIMM card-cdge interface signals, /MWAIT and /MIRQ.
Since the memory on lhe module is shared between the MMPU and the host CPU, arbitration is
required.  This is accomplished by the logic on the module.  The /MWAT'L signal allows the shared
memory W be given back to the CPLI transparently when it accesses the madule, Instead of dual-
potted memodics. this signal /MWAIT enables the vse of standard, single-port DRAMs.

In s tymical mode of operation, the MMPU needs to signal the CPU after completing the task it was
asked to execuie. With an interrupt signal, /MIRQ supportcd at the DIMM inerface, this beeomes
possible.

Detection of the PEMM is required and shafl be achieved through supplements to the existing SPD
(Serial Presence Detect) data,

Figures in sections 2.4 and 2.5 show a system level and a PEMM bank-level bleck diagram,
respectively,

Section 4 describes in detail the information required for standardization, MWAIT and ‘MIRQ pin

delmitions and functions, and the SPD table enhancements.
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2.4 Memory system block diagram (DIMM: a FEMM)
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The [igure ahove shows a typical block disgram for 4 2-DIMM system using @ FEMM. In this
figure, DIMM A is a PEMM, and DIMM B is a standard memory module.  As can be seen, the
MWAIT and MIRQ signals shall be driven by the PEMM Contrallor(s) and wire ORed on the
motherboard befere being reecived by the Memory Controller,

Systems may contain any number of PEMMy mixed with standurd DIMMs. The interface for
MWATT and /MIRQ are hackward compatible, thus lmctioning properly with today's DIMMs thut
do not drive these signals.
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2.5 PEMM block diagram
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The PEMM shall contain the following components:

{1} A bank of shared memory, either EDCG DRAM ar SDRAM

(h) An MMPU with its own logal SRAM (optional}

(c) A PEMM Cuntroller ASIC which has the oprien of containing crosshar swilches and or regisiers
for the memory bus 1) signals,

The PEMM Controller has the following dutics:

(3) Generate MWAIT und /MIRC) signals

{h) Comml switching of bus traffic 10 ($IDRAM from MMPU and CPL

() Provide address mapping fraom MMPU linear address to a DRAM type Row/Column address

{d} Coniain seiup repistiers for operation of FEMM

Generally, MMPUs shall be addzd to 13MMs on a bunk-by-bank basis. In other words, memary

bunk 0. controlled by /RASO or /S0 may conlain an MMPU while the memory bani conteolled by

‘RASL or /51 may remain unchanged,  This allows for easy segmentation of (he hardware, and

allows Lhe wser to cxpand incrementally il desired,

Along with the shared bank, the PEMM may also conlain a 2nd bunk of memary, which is not shared,

A single DIMM of this type would udd one standard bank of DRAM and one Processor Enhanced

bank with the hardware described ahave.

The memory 10 signals o the moduie shall be switched ~in" ar "aot” depending on which processor,

{tke CPL! ar the MMPU) currenily owns the bus. The CPU will always maintain highest priorily,

thus necessitating the MWALT signal ta allow 1he MMPU time to relinguish the memorny bus back o

the CPU when requesied.

When the CPU iy disconnecivd from i memory bank containing an MMPU, "dummy lcads™ shall be

swilched on to the data lines o keep the loading constant fron the TP poin of view,
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3.2

3.3

PEMM Mades of Cperation

The PEMM shall uperate in three hasic modes:
{a) Standard Moxde

(b} Configuration Mode

{c) Smart Mode.

Standard mode
Standard Mode is the default power-up mode of the module. In this wodc, the module's smart
functions are disabled 1nd the module appears only as standard memory to the CPU.

Configuration mods

The Configuration Mode is entered when the CPU writes a specilic pattern 1o a pre-determined
memory address on the PEMM.  This address is defined by the SPD ROM and the data pattern is
hard-coded into the PEMM Controller. The FEMM Centroller shail snoop the bus, monitoring
accesyes to this specific locativn,  IF the PEMM Controller detects that through several consecutive
accesses thal the proper data or "signature” was written, then the Configuration mode is immediately
entered,

Once the Configuration Mode is active, a portion of the PEMM's memory space is replaced with
setup registers which can be read from or written to by the main CPU. These registers provide an
interface fo the control of the PEMM, statns memitoring of the PEMM, and dara/program
upload/download o the PEMM.  Once configuration is complete, the CPU can switch the PEMM
into the Smart Mode via aceess lo one of the control registers.

Specilic detils of the Configuration Mode, as well a5 all necessary softwarcidriver controlled
memory-mapped sctup registers for the PEMM are beyond the scope of document.

Smart mode

After the Smart Mode is entersd, the MMPU on the PEMM begins ciccution.  The configuration
registers are still mapped into the main memory space allowing the CPU and the MMPU to
communicate after execution begins. The MMPU also has the abilily to intecrupt the main CPU
whin the Smart Mode is active. This interrupt may be used 1o alert the CFLI when a specific
FEMM Lask is complzaie.

The Smarnt Mode and/or Configuration Mode can be exited {i.e. entering Standard Modz) at any iime

at the main CPL' vommani.

Hardware Structure

This section describes PEMM hardware structure inflormation necessary for standamdization.  This
standard hus the following impact on JEDEC STANDARD DIMM modules:

{n} Two new output signals shall be added o the DIMM, /MWAIT and /MIRO).

(k) The DIMM shall eontain (S)DRAM, MMPL, and the PEMM Controller and similar logic.

{c) The 5FPD data must be appended (o provide FEMM specific informistian
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4.1

New signal funclion

Funecticm

WALl

Description

This function allows the PEMM to indicate to the memory
controller that the DRAM in the specific bank is currently Lusy,
Unce the memory controller requests a memory access of (his bank,
this signal will only be asserted for the amount of time required for
the PEMM (o relinguish the shared memory back ta the controller.
Further accesses to the same page of this bank will incur no further
delays,

INTERRLUPT

This function allows the PEMM to indicate o the memory
controller that a specific task is complete, and that the main CPL
shonld he alerted.

4.2 New signal description

Sigm | L44-Pin .6E Pun Type ! Dwesenipbinan
S0-DIMM DTMM
Pin # Iin &
Memory WAIT Nag.  This is an sctive-bow sipgnal doven by the curremity
accensed moedle indfiviliog thal the wocessed bank of DRAM is temporarly
I WATT T fhl WL hugy, FEMM: thal arz not seing nezessed shall hold thes sigaal in the high-Z
LVWTTLTTL | swte. Fe wnanpulibilily wilh modules Lhat do tol drive 1his sigaal, itshall he
pulled vp cn the matherbeard cof in the memocy controller,  See further
deseriplion and Liminge diggrams below.
Memory Intervmt BeQuest.  This is a signol indicating ikat 5 MMPL! on
this "EMM is requesting an imerrapl of the nain CPU. A low lovel an thin
IMIRC) 8 145 0 signal indicalés thadl an interoupt reqoest s i7 progress. Rince this signal s
tipan Nrsink | rpen-deain, severs]l PEMMS shay e conmecled W and drive thie signal =t the
FVMFTISTTL | same fime=. For computibilily with modules that de sl deive this signnl. it
shull ke sulled wp i the mocheshoand er i lhe memary controbles.  Hee
furthar Wescriplion wnd limine disgrums below.
4.3 Serial presence detect table entries
4.3.1 Table of supersat memory types
Superiet Mem. | Fundamental L7 Bité Rit = Ll 4 Bl 3 Lt 2 Rt Bl Bu
Taipe nmemoLy Tvpc
Rarerved 0 i} i} L i ] ] [k g
LSRR &AM Sy THRLA KT n 1 1 i} 7 1 4 1 Appenidix #
RLIE] TED i} (] 1] ] 3] d L I Appendia g
Frrocessie R0} DILAM 1 i} 1l 1t [H - | H Appundix #
Rl
Memor—RBasay
Technalogry
Fravesisor Sy THLAM 1 il u ] 1] 1 q N Agpenliz o
EIII“_I”&'EI.I
Muemire—FBusava
T hnoloey
THD 0 ] n Il 1} 1 0 t TED
THI 1 i} 1] 1l i 1 1 ] TBD
TR L 1 1 1 I 1 B 1 TED
TEGEr I I I I 1 1 1 i T
“UHLY 1 I I | | 1 1 1 TRD

—11 =
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432

Specific PD's for supersat type processor enhanced memory

4.3.2.1Address map

The following is the SPD address map for the Processor Enhanced Memory superset type. It
describes where the individual LUT-Entrics/bytes will be held in the serial EEPROM:

L3 Lis Mumehir Functisn Dheseribed Nnnes

Fdb-54

P'meessar Bus Contreller! Genane Puel Number (IEGTE managed Look Up Table)

bl Prowesssr Bus Contreller: ey code (e infommativn purposes only — sestem sheuld disrepard]
537-54 Prowwszer Bus Condreller: Povegrup il ress lacution

33-51 Processor 1: Leneric Past Muriher (QEDEC managed Lk Ly Talrg?

sl Brncessns L: ey cole (oo infurmativn putposes shly — syslem <houwld disrepard)

S0-44 Processng L Accwal Clock Oycle time

44 Mracessor 12 Local Memu s Siec

47 Mcwessor 12 Hunk Lacation o

46-4% Pravessar 0 Guenerie Parl Monhes (JEDEC manageé Linvk Lip Table]

44 Pracesnor I Rew conle g or mlirmation purposes only — systetn should disreeerl)

4342 Frovessar 33 Acral Chk Cyole vime

41 Proscessar 20 Local Memory Size —
41 FProwvessar 20 bk Laxeainar

4.3.2 2Bytas 60-59

Frocessor Bus Controller Generic Part Number:  This field describes (he purt number for the Bus
Controller device on the Processor Enhanced Memory Module.  Since there is limited SPT) space in
the superset range (bytes 36-600), this data shall nol [olicw the same format as bytes 73-90), but will he
ol Look Up Table basis,  This SPD spec will not altempl (o present a decode table tor device part
numbers, instead JEDEC will adwinister snnd manuge thz Look Up Table entrics for this Gield.

4.3.2 3Byte 58

Processor Bus Controller Rev. Code:  This refers ta the Bus Coatroller revision code.  While the
SPD spec will aot attempt 1o define the formut for this information, the individual manulacturer may
keep track of  the revision code and 115 appropriale decode represented in this byle, This field is
ntended for manutacturer's information only, thus the system should disregard the contenls of this
by,

—tR _
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4.3.2 4Bytes 57-54

Processor BBus Controller Power-Up Address Location:  These four bytes represent the decode
values for the starting location of the Bus Controller's "Smart Registers” upon power-up,.  The

format for these byies is as follows:

Incoming BaarCalumim address | Tule 57 Bede 54 Tiwvle 55 Byle 54
Ko = OHOCK, (K1) [Mth [ 10l
Culurmn = 00NR)

Bowe = (X0 R, {{lh {ih Wh [1Th
Cialuien = (M3 1{h)

Pimw =2 ARCI R, Alth CDh 12k A4h
Coalumn = 1 234¢0

Fuyw = FFFF(h), FFh FFh FEh FFh
Column = FTFR{h)

4.3.2 5Bytes 53-52

Processor 1 Generic Parl Number:  This field describes the part number for the first processing
device on the Processor Enhaneed Memory Module.  Since there is limited SPD space in the
supersel range (bytes 30-60), this data shall nor follow the same [ormet as bytes 73-90, but will be oo
a Look Up Table basis.  This SPD spec will not attempt to present a d=code table for device par
numbers, instead JEDEC will administer and manage the T.ook Up Tuble entries for this ficld.

4.3.2.6Byte 51

Processor 1 Kev, Code: "This refers io the revision code for the first processing device.  While the
SPD spec will not antempt & define the format {or this indormation, the individual manufacturer may
keep track ol the revision code and its appropriate decode represented in (his bvite,  This figld is
infended for manufacturer's infoontation ooly, tws the sysicm should disregard the contents of this

Iryle.

4.3.2.7Bytes 50-49

Pracessor 1 Aclual Clock Cyele Time: These hytes indicate the actual eloek evele time for the first

processing device,  Lach digit for the cycle time "ARC T ns" is coded in BCD format:

Zxample A H: o [

Lrecle [ime Bl 50 lwgh nibzle Hyle 50 I nibhlc Mvle 49 hiph aibhle Hyrc 44 Juw aobebli
Sdtns Wk LA 101k 0Nl

LIL3 rs OCI00L LR LHHMIL A b

s IKI0LR 1K [k M1 1h 14008k

LU 1O b TN (IR0 3] 1

—_1F —
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4.3.2 8Byte 48
Processor L Local Memory Sive:  This ficld describes the size of the local memory avaiiable w 1ie
first processing device.  The formal of this bvte is governed by the following equation:
Memory Size = 2 exp (Byie 18), except when {Byte 48) = 0. S¢¢ tuble bekow:

Mottty Seep ) o Bte 48
0 by les Ok

| K Byl D&h
2K Hytre [1Tkh
4¥. Byles 0Ch

K Bvies ] b
ik Bwies OFh
42K Wi M
K Butes 1f1h
120K lvics 11h
250K Hyies 12h
1K Bvics 1%h

1M Tiyic 14h
M R 15h }

4.3.2.98yte 47

Frocessor 1 Bank Location:  ‘This figld indicaics the module bank location for the (rsl processor at

power-up lime,  The format tor this byte is shown below:

Bank, [aocalion Rule AT
Bunk () (h
tank 1 (11h .

43210 Bytes 46-45
Processor 2 Generie Parl Number:  This field descrihes the part number for the second processing,
device on the Processor Pnhanced Memory Medule. Since there ix limited SPD spaee in the
supersel tange (bytes 36-601), this data shall not follow the same format as bvtes 73-90, but will be on
a Look Up Table basis.  This SPD cpec will not attempt to present o decode table for device part

numhers, instead JEDEC will administer und munage the 1.ook Up Table entries lor this fizld,

43211 Bytedd
Precessor 2 Rev, Code: This refers o the revision code (o7 (he second processing device.  While
the SPIY spec will not avempt 10 deling the tormat for this information, the individual manufacturer
may kecp track ol the revision code and s appropriate decode represented in this bvie,  This field
15 intznded for manufaciurer's information only, thus the svstem should disregard the weonlenls of this

hyle.

— T —
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4.3.212 Byles 4392
Processor 2 Actual Clock Cycle Time: These byies indicate the actual clock cycle time for (he
second prucessing device.  Each digit for the cyele time "ABC.D ns" is coded in BUD format:

Examplz Al E: r: ]

Cyele Jime Bivliz 43 high nikhle Iivte 43 I nibble Livtu 42 hugh mibb]e Hyle 42 low nithle
5.0 S iU (N U101k [NHMTh

105 ms [HICHh QG0 (G Db

S s [AHMIb Ul TR 001 1k ULiklb

LK), & s ILLITIN] MY 110N L0 10B

43.213 Byte 41
Processor 2 Local Memory Size:  This field describes the size af the Ineal memory availablz © the
second processing device.  The format of this byte is governed by the lallowing equation:
Memory Size = 2 oxp (Byie 41), except when (Byle 413 = 0. Se¢ table below:

Mdamisry Nize BEytc 41
1 byles [1h
LK Fytes O4h
2k Bytes [IEh
4K Beles Ch
RE Tivles (i0h
1reh By 1tFh
I2EK Rt [HFh
K Bubes 17k
| 24K Hrlcs Ith
J54K Buics 12h
312K Biey 1'h
IM Bvig 14
IM Lvie i%h

4.3.2.14 Byte 40
Provessor 2 Bank Localion:  This field indicates the modute bank location for the sccond processor
at power-up timy,  The [ormat Lor (his byte is shown below:

Bank Lacalian Ehuli 41H
Bunk (] [k
Bing | 01h
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4.4

441

442

4.4.3

4.4.4

445

Supplemental infermation

This section describes suppiemental information for the hardware struciure of the PEMM and is not
cwreently a part of the proposed standard. Tems in this section should be viewed only as design
sugpestions for PFMM providers.  PEMM providers are free to add innovation to this concspl, however
PEMM providers must be responsible fer proper end-product opetation and full DIMM standard compliznce.

PEMM differences from a standard DIMM {reference only)

A typical PEMM would differ from a standard DIMM in the following ways:

{2) The PEMM wili contain an MMPLU

{b} The MMPL may have on-board local memory

(c) The PEMM will contain at least one bank of shared memory

(d} The PEMM will contain a PEMM Controller or similar Iogic 1o handle the arhitration of
memory access traffic from the CPU and the MMPL

Additions to this List, or specilic details of how each of these components are implemented are Lol up

tex each individual PEMM provider.

Power-on reset {refarenca only}
Becanse the memory bus contains no power-on resel signal, the PEMM will inclode necessary

devices to generale an on-board power-on reset signal.

Clock genaration (reference only)

The PEMM will include an onboard crysin? (ur the MMPU when no clock source is available, A PIJ,
will be used with cither the onbeard ervstal or the CPU clock to generate all desired onbouard clocks.
The PLL will be software controlluble, and configured by the PEMM Controller.  This will allow onc

standard PEMM 1> wark etficiently in several different systems running ar different speeds.

Bus switching (refarence only)

Switching will be done wilh "zero delay" crossbar switches, also using registers if needzd,  These
crosshars {and registers) may be placed exterior ar inrerior 10 the PEMM Contraller,

When only crosshars are used, the memory access time, tAC, will be slightly increased due 1o the
propagation delay ol Lhe crossbar switches,  PLEMM designers must consider these delays and their

citect on memory data setup und hold times,

Capacitance {referance only)

The addition of the FEMM Controller will add capacitance to the memory bus,  As seen in the figure
in section 2.5, 40 the PEMM Controller contains the bus swilches (crosshars), then the capacitance can
bz comtralled much more acceriely than §f the crossbar switches reside exterior W the PEMM
Controller.  [n either case, however, dummy leads must be implemented an the dara lines when Ui CPU
15 "cot off” from the memory,  "This will balance the load, keeping Lhe exterior bus loading [airly constant.
I[ 1t 15 assumed that the PEMM Controller WITLT. NOY 1 contain the necessary switching logic, then
the Tollowiag signaly will not exceed the followinp increases in loading:
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4.4.6

4.4.7

4.4.8

Bigmal CPU Disconnected | CPU Coonected
(Switch off) “Cup” | (Switch on) “Cay™

D) siemals” Cpumyy + 3.5pF Carany + WLIpE

!RAS(DY, /CAS(nY, /Sn, Addr. Signals, | 8.5Bf Crirwary + 13.5pF

WE, CKEn, DOM®

One CKa line' Chipory- + 51 Chpmony- + 5pF

Serial P} lines” Unchanged unchanged
<Note>

1 Dummy load will ke sized for each signal so that CUFF = CON.

2 Memory load corresponds o standard DRAM CIN or CIO value, CIN typ. is 5pF.  ClO typ. is
TpF.

3 DO signals will experience crossbar loading (3.5pF} at all times + PEMM Cuontroller Joading
{7pF} when connected.

4 These signals are "snooped”, thus always connected to PEMM Controller (SpF) and alwayvs comnceted
ta crosshar (3.5pF).  When the switch is "on", a 2nd PEMM Controller load will add 5pF.

5 The FEMM Controller will add cne load to one input eloek line (3pF),

6 Serial ¥1} lines are nol connected 1o Processor Enhanced Logic,

Power consumption (refarence only)
It must be noted that MMPU supply current can vary with clock speed, usage, and device technology,
Maximum PEMM supply current must aot exceed specificativns {or end system environment or rated

maximum of DIMM connector.

Impact to memory controller (reference only)
{2) Two new signals will be added. /MWAIT und /MIR(,
{b) The memory controller will include the necessary lngic to comprehend the added signaly above.

{¢) Ihe memory controdler will include PEMM setup registers.  Sec section 5.1.1.

Impact ta matherboard {reference only)

(u) Pull-up resistors will be included (if not pelled-up in memory controiler) for /MMWALT and
MIRC signals.

(b} Two new signal ctch runs will be added, MWATIT and /MIRQ.

(¢} These signals will be connscted 10 the Memory Caontroller and WIRE-ORsd 1o all THMM
sockets,

Electrical Interface

Wait protocol

The pratocol described in the following sections musi he followed by the memory controller when
the currently aecessed bank of memory has been placed in the "Smart” {shared) Mode.  Standard
DIMPs or banks that are not in the Smart Mode need not abide by this protocol.

—-0n -
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511 Memory controller setup registers
The Memery Conueller shall he aware of which memery banks are in the Smart Mode by the
contents of the Memory Controlier setup repisters.  These registers shall be 10 memory mapped and
updated in real time by the hardware driver for the PEMM.  Memory banks Lhat are in the Standard
Mede nced not follow any special protocol, and may be treated as slandard memory,
For the SDRAM case, the memory controller must also be aware of, snd aprec with the PIMM
Controlier for the starting point of MMPIT eligihility to access the shared memory.  Setup registers

shall he included in the memory controller for this purpose.  See section 5.1.3.1 Tor further details.

5.1.2 Wait protocol-EDO DRAM
For the EDO DRAM case, the memory controller must begin 10 sample the MWAIT signal directly
after each falling cdge of /RASn to determine if bank "n" currently accessed is busy. I the
currently accessed bank is busy, then the memory controlier must wiil a short amount of time wntil
this {lug is driven back high indicating that the PEMM has relioguistied the shared memury back o
the eontroller. Al this point, the controller may assert /ACAS.  The MMPU may only begin o use
hank "n" of shared memary when /RASH is high, thos further memory controtler accesses to the same
page of this bank will incur no wait. I 4il /RASn inputx to the PEMM arc high. then the PEMM
shall hold the /MWAIT signal in the High-Z state.
<Note=
[n syslems with mulliple PEMMs, contention on the /MWAIT signal must be avoided by
assuring Lhat the memory contrelier drive ils /RASD signals low 10 only one FEMM at a (ine,
Thus, /RAS only refreshes must be staggered on a module-by-module basis.  Stapgering need
nat be done for CBR refreshes, as the PEMM will hold the /MWAIT signal in the High-Z state
durmg a CBR relresh.

5.1.2. 1Wait tming - READ or WRITE {EDC DRAM)

PEMM cuplurss row address and is aloriod oo refease shared nemory bee
Memory Conleollar begine o sample MWATT sipnul here
l-'L';TIM bas e heased memwrry fur UL Lse

T Rl | R

ADDR  ux K s KL - Ao ¥ ' I“
‘RASN o . £

H4iT-HE Luge + 7

SMWATT N /

CASx /" \T/

. . £
Szlecied 'EMM bojiins o . ) . \
d:it'{.' WA T .uigm[l- e Murmal AZAN e ld O hnl'c |"|.I:|I.'|L|I.f’:lllt! ACAR eyiles invur oo wail

Weuit sipnal bl (A5 oTunil hee

! Lty s —
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5.1.2.2Timing data for figure 5.1.2.1 {reference only)

Paramieter | Descriplion MM TYF M Ak

bt 1| RAasn kw10 SMWAIT high “Twayimin| . lpLepLs

bz SEAND Lw 1o PMWALT dnven TEL" TEI¥ T 1

barez, ‘RASn high to AMWAIT Tlizh- TED' TG 7 15

Ioasn Rexpuited SCAS high lime afer MWAIT eh Ons
<Notex

I This parameter is dependent upon the speed of the DRAM in this bank. JEDEC Symbal by s
is the DRAM read or write cycle time. The PEMM Contreller shall be programmable to
control/accept a variely of memory speeds.

This value i dependent upon the PEMM Controller.  MIN and TYP times are TBD but the
MAX time is a design requirement.

rd

Wait protocol - SDRAM:

For the SDRAM case, /MWAIT s syochronous with the memory bus clock.  "The PEMM will drive
the /MWAIT signal high or low tor each cyele following a NOP command eycle.  1f /MWAIT is
sampled! as low, then after further NOF commands, /MWAIT wili be driven high indicating that the
PEMM has relinquished the shared memory hack 1o the conivaller, At this point, the conuroller may
hegin (or continue) a memory cycle and suffer no further delay, A bank "n” of SDRAM may only
hecome busy when il 1s "eligible” for MMPLU aceess, A NOP command will abways end the period
of eligibility, requesting main CPU access of the memary. Sce the "cligibilily” seclion and iming
diagrams below,  If no NOP commands ure being applied 1o the PEMM, then the PEMM shall hold
the MWAIT signal in the High-Z state.

To avoid contention an the /MWATT signal, the memery controller must only issuc NOP commands
to one PEMM at a time.  Since the DSEL command is interpreted the same as a NOP commmand by

all SDRAMSs, this stipulation shanld not be o problem tor the design of the memory controfler,

5.1.3. 1Memaory eligibility for MMPLU access {(SORAM only)

Unlike conventional DRAMs, synchronous DRAMS have 2 or 4 internal banks.  Tecavse of this {eature,

the merrory controller has the ability 1o open 2 or 4 pages at a ime and instantly switch between them for

read and write agoess. This [eature makes the eligibiliy of MMPU access w the memory slightly more

complicated than with conventional DRAM:. A sct of rules lor eligibility must be defined.

The sharcd memary shall be elipible for MMPU aceess regardless of the stue {open or closed) of

each SDRAM internal bank.  This allows the MMPU to break memory controller pages that are

open, accessing the memory whenever the mernory controller is not cureently busy with a memory

transaction.  The "Region of Fligibility" will begin, making the memory eligible for MMPIT acess,

only when ALL el the following condilions are met:

(2) Al CPL burst read or write cyeles are complete (eilher by self-completion or by the issuing of a
Bursi-Stop (BST} command)

(k) Al CPU precharge cycles ave complete

{c) Al CPU refresh commands are complote

{d} 1. the required number of DSEL cveles has occorred

— 8 _
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since eligibility can not begin unlil after ail bursts are complete, the PEMM Controller must be
awar: of the programmed SDRAM burst length value, The PEMM Controller shall "snoup” the
memiory bus duting an SDRAM Made Register Set (MRS) command to determine the value of the
SDRAM sctup register,

The MMPU. atter gaining access to the memory shall be responsible for issuing a precharge for all
banks that it wishes 10 access via a PALL or one or more PRE command(s). Afier prechurging is
The MMPL may sustain

uninterrupted access (o the memory entil the memory controller issuzs a NQOP command, indicating

complete, the MMPU may issue an ACTV command for its desiced row,

that ihe main CFL wishes (0 access the sharcd memory.  When the MMPU is linished accessing
memary, or il the mair CPL requests access, the MMPU will be responsible for closing all of its
apen puges, and re-opening all broken CPU pages.  ‘This methed of operation takes the burden oif of
the memory controller, allowing memory cycles lo conlinue as normal withour having to re-open
broken pages. The PEMM Conuoller on the PEMM must "snoop® (he memory bus al all times,
however, 1o keep track of which CPU pages are open.

Atter the poiat of memoty eligibility has ocenrred, the memory controller wust alwuys issue a NOP
if /MWAIT is sampled 1o
be low, then the contraller must wait uatii MWAIT is driven high to continue access.

command and manitar the wail signal before ixsuing any new eommands,
Access may
continue wilh no further waig from this point until the conditions oceur e produce the next point of
memary eligibility.

The starting point of cligibility shall be programmable (sze rable in section 5.1.3.7) and must b
agreed upon by the memory concroller und the PEMM Controlles.

5.1.3.2Wait timing - CPU burst read followed by CPU access to same row, same bank

(SDRAM BL=2, CL=2)

Memvery onidn e recgnizes that she FERIM
bt released remory Tor 7161 nse and Ty

; 'L iy procest] ay normal
PEMM is it lened worele st ehared mceney kere cyile mey pn 4 '

e Zhor L
el I B I I O A O O R e A L L
I'. I'._ 1 I': I
TRAN S o T
——J{r I\'u. II.CI'_ )'4 i
s _"_\\—‘ e o [ "
/ L ! SR . L . /
I", ';:/- I'. |_I IIIII g 1
LMD HEiH \ L f —- ] ) I
T . Y : wag :
W LY Tyoy L—f_{fm: :
A% | . L . Do
; b 2 ! FE SE ! 3
balA — A ‘; P X )
15k KA} LSLL 1] LA L LsEL LeEL LisLL. Al slip MOE rAar Hehw larw  Boaw
AANE - Repiowal cligh lir GaMk . HAMK 1 LAk

L
ik

“emnre canlolen Logice o samiple
wand sz Fore

-G -

LHET -
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5.1.3.3Wait timing - CPU raad wilh auto precharge followed by GPL access to different row,
same bank (SDRAM BL=2, GL=2, lpp=1)

FEMM i alenied o release shazed memary bere,

_.J-.-\ER

L;:

Mernary
FEMM haz peleased owmaory foc CPLY 5

lowr

candrcoller

rECagisn

il L

wnd menory eyvele ey procecd a5 aormal

1
cmpugigigligipintinlininlin
—1 I|I I'I— — I|I -_—[_
At ] 1 1T
JIIII . IIIIIL '}ll III H j II J.(Ir \1_
& __\__,__,H'F 7 ‘/x"l\ Lyt S
HILIR- / ) — 3
'y T " "—_'__-. — = I T
) . ] b Ly wrl
TCAL ! o r :
L ﬁ Y : \__Z
[UCH.2 ] ra ) —
| X 1 ———)
13511 RLATD el MO BEEL RL mds DSEL wibp Mbip MBI NEE AfFe b Rod o
w}'. n e givn aof elighality RAME 1 D&EFl. KAMK N

Muymeorr conitoller begine 1 samphe

Wit 1ignal here

a.1.3.4Waif timing - CPU burst write followed by CPU access to same row, sama bank
(SDRAM Bt.=2, CL=2, trw =2}

FEMM is alermed 1 relewes shares memory here.

Meman: vonlro'ler recogfizes That he PEMB

hus celeised menkoy for CFU wse o7d memory
ceels may procecd as wwmel

H 4 A T
w L giglinliplis
BAN : 3 T
AR '. —
e 1'| I /
S .\r,'.’ _ ! y /
T WA T HIry=-¢ : Al -
- .I""" —r'l'( [
A% ! 55 el
e y oy
DATA I i £ j—
_'_C‘}_/ £ :II F __.r i : [ I ATt
'.rul-:l WANTE  TREL THTL wRa DSLL sl ms wee b s uwer rew mdw mde
BAN: Region at zligik:livy AASK n: BaMR- Bk o1
1B L s MRS
IR e

— 3] —

Mermory comuller g 1w sample

weail sigaul Tee
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2.1.3.5Walit timing — CPL write with auto precharge followed by CPU access to different row.
same bank {(SDRAM BL=2, CL=2, lypy=3)

Memury controller reeagisle: thal Lhe FLEMM
s released memasy [or CPLY cae amd memory

FEMXM is alerled L rebease shured momote here. eyele may procsec 26 mar sl
cdyw 0 L
Ll N
CLE X g
— |I ! \ ||
DL 1
FRAs | | X
JI{ : IIIIL /I'*II’_ % | :
& T b
Vo // v [Py | Ty
M WAT HIn- ¢ L L /
" ' ! —, - /
L i " (e ;:““ [

AN _‘\ : f x\ 2% )/ y -
DATA ,___{“n }{ D_}. lGH # ' :’,-"I _’fF ‘—'LE)

r L
IHE] WHTF il TR CEEL DAL DGL L 8 HE (AT e AT RIS Hou W

e Reiom uT el gibilacy BAMKN  DAFL jsnn e

Memowy cemtrolter hepine bo sumple
waLis zignal heta

5.1.3.6Wait timing - CPU precharge/precharge all followed by CPU access to differant row,
same bark using PALL or PRE (SORAM tge=2)

Memery comirofler recopnizes thar the PEWW
has releaced memory for CPL e ancd memony
PEMM i alered 10 relewse shated memary here. cycle may procced as mvarma|

sipipinEaEnlinininlininlin
ST

L
I

CLE

Ep
RAS T / V] ! ".r/
S\

S ! . l_/;:z/ T o bwwir /_

y: s 14 Tweas .
4y 55 Furn iy
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L

Memory controcler begims tnosample
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5.1.3.¥Timing data for figures 5.1.3.2-5.1.3.86 [reference only)

5.2

2.3

Faramgtel | Duswenaplion [l TVE M A X

v Cluck rute - L0 MH.

tyranr SMWAIT law cyele Lenpth - MMPL (311 14 bevelen - I+ lren
different rows l amy CPU vpencd bank + 1 cyehe
SMWALT Jorar cyels Tenpll - MMPL accessing uycles - 1 cycle
wine 7w of uny CPU opened hank
AVALT low cycke lenglh - MMPL accessing N gycles - 1w 1 oycle
any Zlesed bank

Ty | NOP command b SMWAIT driven TTREF THD £ 12

1w Disluy, ‘WIWAL] state change afier €1 2ns Tan] [

turz Mol HOP ommand to MWAIT Hih 2 2z rop’ ThL!

1w Butet/Precharge/Refresh  comploie,  5n = cycles 10 wycles 15 cycles
sustained high (MSELY 1 puint of sligibilily

Taemin Reyunired o commard (DSEL ar S0P period J eyclex
wiler M WAIT satbplad as high

eMNoles

1 This parameier is dependent upon the speed of the SDRAM in this bank.  The symbal tRC is the
SDEAM read or wrile cycle time.  The symbol tRCD s the SDRAM RAS to CAS delay time.
The PEMM Controller shall he programmable to control/accept a variety of memory speeds.
This parameter shall be programmahle in the PEMM Controller.
This value is dependent upon the PEMM Controller.  Specified MIN and MAX Liminge an
design requircments.

Interrupt protocol

For hoth the EDO and SDRAM cases, the /MIRQ need not be syncheonous.  This output from the
FEMM shall be open drain.  /MIRQ shall be wire QRed on the motherboard and connceted to the
input of the memory controller.

It any MMPLU on any module wishes to interrupt the main CPLL the eorresponding PEMM Controller
will drive the /MITR() line low. 'T'he CPU, afler receiving the interrupt, must then query all PEMMs
in the system | determine the source of the interrupl.  Lhis shall be done by reading memory-
mapped status registers in cach PEMM Controller.  Once the CPU acknowicdges the interrupt by
wriling 1o the corresponding PLMM Controller, the /MIROQ line will be released.

If twa (or e} PEMMs are requesting an interrupt at the same time, both PEMMs will be driving /MIRQ
bow.  “The CPU must acknuwledyge all FEMM penetated interrupts before MIRGQ will be releused.

Refresh handling

la order to avoid duplication of hardware, the CPU shall always be in charge of refresh timing for the
shared memary.  CBR or /RAS only refresh shall be accepted by the PFMM regardless of the
current operaling mode.

i the memory conireller issues & refresh command when the FTMM is in the Standard Mode. (he
meniory shall be efreshied ws nermal.,

Il the memzory controller issues a refresh command when the PEMM is in the $mart Mode, the wait
protocol need not he followed.  Through snooping of the memory bus. the PEMM Controller shall
detec: a refresh coramand und execute it at the next possible memory idle time. I the MMPU is not
corrently execuling a memory access when a refresh command is received, the memory shall bz
refreshed instantly.
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9.3.1 Refresh handling - EDC DRAM case

Refresh commands from the CPU have high priorty, thus if the MMPLU is accessing the memory
when 4 refresh command is received, the MMPU will be forced to immediately complete its access.

After the MMPU's access is complete, and the required precharge time has expired, the memory
controller will "echo” the CPU™ refresh command (either /RAS only with a valid address or CBBR
refresh) 1o the memory.  The first CPU access to memmory (/RAS going iow] after a CPU refresh

command will experience a maximum tyarr time of tpyap; .

5.3.2 Refresh handling - SDRAM zasea

b4

6

Refresh commands (REF} from the CPU have high priority, thus, if the MMPU is accessing the
memory when a refresh command is received, the period of memory eligibility will immediately end.
ithe FEMM Conireller will then precharge all banks with 2 PALL ¢ommand and then execute the
REF command.

Il the memory was eligible for MMPU access hefore (he CPU REF command was issued, then the
first ACTY command after the refvesh command must follow the wait protocel and be preceded by a
NOP command.  The maximum tyan- delay experienced for ihis fist ACTV cummand will be equal

to by

Special commands
Special commands for SDRAM, such as Clock Suspend, Self Refresh (SFIF), and power down shall
ke supported by the PEM M.

Architecture concept {reference only)

Basava Architecture Concept

A Mow Computer Architeclure znid Sysiem
Concepl That:

* Craloles an ol user Lo casity enhence his
syslemn periormance and add new funclion

= By jusl plugging 10 8 menory expansion
enesbule with one or more processoms embedded
in e encatule.

* Supporting  Dawnlocdeble, Multiple Fanetinns
oo iLth Applivesien Softwars Developed by
Third Parlies.

Benelils;

= Fase - Fug & Play MMPL

» Peorides Highest Bandwidth

r Sheres Syciem Memeory for Reduced Cosl.

» Scaleable, Multipracessing Solutlun,

NNNERERE
LTI T IO T T
Processor Enhanced Memory Medule

2 = Cuslomcrs can easily add value without
changing alattiorm.

* Bus Independend Sodulion for PCy, FLAsS.
Wnrksialjrns, ere, Slandardiced interface
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EXPLANATORY NOTES

1. Qbjectives of Establishment
This standard aims to define the interface and oparation functional specification for NIMM based on
JEDEC standard (see JESD21-C4.5.1 and 4.5.3 — 7.) that assumes that twn memory banks are
physically placed in 1 DIMM out of 144-pin SCG-DIMM, 168-pin DIMM., etc. equipped with the BT,
SDRAM. or other formats, in order to equip processors such as microcomputer and DSP and to
cnhance the system function and performance.

2.  Process of Discussion

In May. 1997, a company participating in the Memory Subcommitte sugpested 1o standardize the
interface and operation functional specification to equip proccssars such as microcomputer and DSE
with DIMM such ax 144-pin SQO-DIMM, 168-pin DIMM, etc. used for personal computers, and to
eniance the system function and performance,  Therefore, FIAJ started the discussion about this
standardization.  Since this processor enhanced memory module (“PEMM” hereafter) responds only
to the specific demands unlike general memory modules, it was considered that the ETAl-nriginal
standard dovs not influence the markel as commodity products, and the discussion was proceaded.
[owever, since the memory industry regards JEDEC 1C-42 Memory Standardization Commitiec
(JEDEC" hereafter), the sub-organization of the Eleciranic Indusires Association (ELA) as a
standurdizalion organization for Worldwide memory market in terms of commodity memeries, il was
decided to approve PEMM and siomdardize the overview parts of its function in JEDEC, The
standard was actually proposed in September. 1997, and agreed and estszblished in June, 1998, This
standard is the operation functional specificaion of the PEMM standaed including more details and
timings.

This standard has been already used by some users, and it is estimated that more users make its Tull
use.

The foltowing chapters are propased to JEDEC JC-42.5 {(Memory Standardization Cumnitiee}, and
under discussion for the moment. Therefare, only the following chapters may become JFDEC
slandards.

2.5 PEMM block disgram

3 PEMM pperation mode

4.1 New sipnal definition

4.2 New sginal description

4.3 Serial presence detect table entries

R [ (—
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i, Members of Committec

This  standard  was  discussed  mainly by Memory on  Semiconductor  Standardization
Commitiee/Integrated Circuit G(group).  The members are as shown helow,
<Semlconductor Standardization Committee >
Chairtman Mitsutoshi fo NEC Corp.
<_Semiconductor Standardization Committeg/Integrated Circuit G
Chicl Examiner Motza Nakang Fujitsu Lid.
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Chief Examincr Yoshiharo Nishiwaki ~ Oki Eleciric Industry Co.. 1,
Vice-Chief Examiner Mitsuo Higuchi Fujitsu L1d.
Member Young Jun Roh LG Japan, lnc.
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Yeong-1l Kim Hyundai Blectronic Industry Japai, Inc.
Kenichi Kuramaochi Sanyo Electric Co., Tne.
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Toshic Kimura Tashiba Corp.
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Yasohita Suenaga Nippon Motorola Lid.
Adsusi Hiraishi Hitachi, .44,
Masao [kushima Matsushita Electric Induslrial Co., Ltd.
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Miwa Monms NEC Com.

Yoshitomeo Asakura NEC Corp.



